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[bookmark: _Toc72924810]				General Introduction 

Electroencephalography (EEG) is an electrophysiological monitoring method to record electrical activity of the brain. It is typically noninvasive, with the electrodes placed along the scalp, although invasive electrodes are sometimes used such as in electrocorticography. It is frequently used for the diagnosis and management of various neurological conditions such as epilepsy, somnipathy, coma, encephalopathies, and others. Despite having lower spatial resolution than brain imaging techniques such as magnetic resonance imaging (MRI) and computed tomography (CT), EEG is a popular diagnostics tool among physicians due to its excellent temporal resolution, low cost, and noninvasive nature. 
Generally, symptoms are not always guaranteed to be present in EEG data, but diagnosis of typical neurological disorders involves very long term monitoring of the patient. In this process a large amount of data is generated. This paired with the problem of there being a dearth of expert neurophysiology investigators makes way for creation of automated task based systems. It is these reasons why automatic interpretation of EEG by machine learning techniques has gained popularity in recent times. 
It is shown that the combination of raw time series and RNNs eliminates the need to extract handcrafted features and allows the classifier to automatically learn relevant patterns, surpassing their results.
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[bookmark: _Toc72924811]Project Context

Epilepsy affects almost 1% of the population and most of the approximately 20–30% of patients with refractory epilepsy have one or more seizures per month. Seizure detection devices allow an objective assessment of seizure frequency and a treatment tailored to the individual patient. A rapid recognition and treatment of seizures through closed-loop systems could potentially decrease morbidity and mortality in epilepsy. 
However, no single detection device can detect all seizure types. Therefore, the choice of a seizure detection device should consider the patient-specific seizure semiologies.
This review of the literature evaluates seizure detection devices and their effectiveness for different seizure types. 
Our aim is to summarize current evidence, offer suggestions on how to select the most suitable seizure detection device for each patient and provide guidance to physicians, families and researchers when choosing or designing seizure detection devices. Further, this review will guide future prospective validation studies.
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[bookmark: _Toc72924812]Business Understanding 

[bookmark: _Toc72924813]Business Objectives
Without the help of an automated system, the process of seizure detection will take much longer, that’s why we are opting to provide fast services for neurologists. Aside from the duration of the process, the latter takes a toll on the experts who are spending countless hours reading and analyzing EEG signals therefore, the system will relieve them from this tiring task and will present them with a detailed analysis of these signals.

[bookmark: _Toc72924814]Data Science Goals
Visualization of the EEG brain signals in order to get an accurate classification with the help of external data:
○In order to classify and get such results the application of machine learning algorithms such as KNN, SVM, single Decision Tree was the go-to method.
· ○      Nevertheless, since 2016, substantial research has embarked on the field of identifying epilepsy using deep learning models, such as Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN)
· ○      We chose to use deep learning algorithms rather than machine learning algorithms like SVM, KNN since the former has proven to be extremely influential in classification … Its algorithms can learn appropriate features on its own which is extremely helpful in analyzing and detecting epilepsy from several eeg signals.
· ○      These visualizations consist of graphs and curves that will aid us in determining the epileptic and no epileptic results.
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[bookmark: _Toc72924816]Internal Data:

The dataset used in this work was acquired by a University research team from Bonn.
The dataset file contains some basic statistics about the TUH EEG Epilepsy Corpus, a corpus developed to motivate the development of new methods for automatic analysis of EEG files using machine learning. This corpus is a subset of the TUH EEG Corpus and contains sessions from patients with epilepsy. To balance the corpus, some sessions are provided from patients that do not have epilepsy.
[bookmark: _Toc72924817]Data source Description:
Dataset Name: TUH EEG Epilepsy Corpus 
Total Txt Files: 561 (428 are epileptic and 133 are non-epileptic) 
Total EDF Files: 1648 (1360 are epileptic and 288 are non-epileptic)
Total number of patients: 237 (133 are epileptic and 104 are non-epileptic)

[bookmark: _Toc72924818]Data understanding and data preparation:
TXT data preparation
[bookmark: _Toc72924819]TXT data preparation:
 In order to extract the data, first of all, we found all the paths to all the txt files and saved them in a variable called target Pattern.
[image: ]
Figure 1: Finding path of txt and edf
We then checked the number of total patients that we have in our dataset:
[image: ]
Figure 2: Number of Patients
We also checked the percentage of epileptic and non-epileptic patients using a pie chart and we can see that 57% are epileptic while 43% are non-epileptic
[image: ]
Figure 3: Epileptic Pie Chart

We visualized the first 5 lines containing information that we gathered from our txt files as well as the last 5 lines.
[image: ]
Figure 4 : First Five lines
[image: ]
Figure 6: Last Five Lines
We then decided to group the sessions by the patient id so that our data becomes a bit more organized and it’d be easier for us to continue the preparation. 
[image: ]
Figure 7: Group by Session
We checked for NaN values in our variables so that we could replace them with the appropriate values.
[image: ]
Figure 8: NaN values in ‘Heart Rate’
We also verified if there were any outliers in the ‘Heart Rate’ column that needed to be fixed.
[image: ]
Figure 9: Outliers in ‘Heart Rate’


As we can see in the boxplot above, there are a few values that are either too high (exp: 197) or too low (exp: 2) and to fix this, we first calculated the value of the Median and then replaced the Heart Rate values that are below 50 or above 125 or the ones that are missing (NaN) with the value of the median: 
[image: ]
Figure 10: Changing Outlier Values to Median



As for the missing values in the ‘Age’ column, we created 2 functions; the first one to get the age of the patient found in one of his sessions and the second one to replace the missing values with the one that we extracted using our first function. 
[image: ]
Figure 11: Filling missing ‘Age’ values

we noticed that the value None occurs a lot in the ‘Impression’ column so we calculated the number of mission values and then checked its percentage:
[image: ]
Figure 12: Impression ‘None’ Percentage
And as we can see in the figure above, 42% of the values are missing so we decided to delete it due to it not being important.


At last, we replaced the missing values in the gender column and also noticed that in some cases, the doctor would use the word ‘woman’ or ‘lady’ instead of ‘female’ or in the case of the male gender they would use the word ‘guy’ or ‘gentleman’ instead of ‘male’ so we made sure to fix those values:

[image: ]
Figure 13 : Filling missing ‘gender’ values

[image: ]
Figure 14: Unifying gender values to male / female
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During this phase we will be using Python MNE Library. First, we load and read them. edf file:

[image: ]
figure 15: Loading edf files

Then we displayed the raw data of a random edf file:
[image: ]
[image: ]

Figure 16: RAW edf display

Now that we have the raw data, we can filter the data to select the frequencies we're interested in. First of all, we want to remove the 60 Hz power line noise:
[image: ]
figure 17: Removing 60Hz power line noise

Now we remove very high and very low frequencies that are unlikely to contain the signal that is relevant to us:
[image: ]
figure 18: Removing very high and low frequencies

Now we can downsample the data:
[image: ]
Figure 19: Downsampling the data

After filtering and downsampling, we can look at the raw data again to see if there are any bad channels:
[image: ]
Figure 20: Display filtered and downsampled data


We noticed from the plot above that the channels EEG C3-REF, EEG C4-REF and EEG P3-REF look significantly noisier than the others. We can then flag it as a 'bad' channel and remove it:
[image: ]
Figure 21: Removing noisy channels

We display finally the preparated edf file:
[image: ]
Figure 22: Display prepared EDF file









[bookmark: _Toc72924821]External data preparation:
The TUH EEG Corpus is a free public dataset. It’s goal is to enable deep learning research in neuroscience by releasing the largest publicly available unencumbered database of EEG recordings. This ongoing project currently includes over 30,000 EEGs spanning the years from 2002 to present.



First of all, we downloaded and displayed the data:
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Figure 23 : Display of the external data










Then we proceeded to create a summary of the data: 

[image: ]
Figure 24: Summary of the different EEG types




After displaying the different EEG types, we proceeded to display the different EEG subtypes:
[image: ]
Figure 25: Display of different EEG subtypes





Now that we’re done with our external data preparation,
it’s time to convert our EDF files to CSV so that we can apply the deep learning and machine learning algorithms on our data later on. To do that :
[image: ]
Figure 26: Converting Epilepsy files to CSV
[image: ]
Figure 27: Converting Non Epilepsy files to CSV

Finally, we extracted all of the data found in all of the CSV files and appended it to an Array.
[image: ]
[bookmark: _heading=h.tyjcwt]Figure 28: Appending CSV to DF_List
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[bookmark: _Toc72924822]Modeling 
The modeling stage is where the various techniques of data mining are selected and applied to the data. It is important to have knowledge and understanding for the fundamentals of data mining, including the scoring techniques and algorithms that can be brought to bear in our project. For this part we are working with scikit-learn, simple and efficient tools for data mining and data analysis. In the context of the detection model, the objective is to assign patients to either epileptic or non-epileptic. Furthermore, the need of an appropriate technique of classification is very essential. Amongst these techniques we have: CNN, RNN, XGBoost and Logistic Regression. They are all commonly used in building detection models. In this chapter we will discuss the necessary steps to develop a detection model. In addition, the statistics behind this detection are also explained.

So let’s Start with the first Deep Learning Algorithm which is CNN:

[bookmark: _Toc72924823]CNN:
In deep learning, a convolutional neural network (CNN, or ConvNet) is a class of deep neural networks, most commonly applied to analyze visual imagery. They are also known as shift invariant or space invariant artificial neural networks (SIANN), based on the shared-weight architecture of the convolution kernels or filters that slide along input features and provide translation equivariant responses known as feature maps.

[image: ]
Figure 28: Declaring Train and Test variables


We first declared our X_train, X_test, y_train et y_test variables that we’re going to use in our algorithm.
[image: ]
Figure 29 : Building CNN model-1

[image: ]
Figure 30: Building CNN model-2
We then added all of the necessary layers to our CNN model, now it’s time for us to call the “fit” method to train our model using the X_train, y_train, X_test and y_test that we declared earlier .
[image: ]
Figure 31: Training our CNN model
and now we can see the results and we can see the Accuracy, Precision as well as the Recall values as shown in the figure above.


[bookmark: _Toc72924824]RNN 

RNNs are a powerful and robust type of neural network, and belong to the most promising algorithms in use because it is the only one with an internal memory.
RNN’s can remember important things about the input they received, which allows them to be very precise in predicting what’s coming next. This is why they're the preferred algorithm for sequential data like time series, speech, text, financial data, audio, video, weather and much more.

Now it’s time to implement our Second-Deep Learning algorithm which is RNN (Recurrent Neural Network). The first thing that we did was add our LSTM layers as well as the Dense layers.
[image: ]
Figure 32: Building RNN model

Then, we compiled our model:
[image: ]
Figure 33: Compiling RNN model

Finally, we trained our model using our train and test variables:
[image: ]
Figure 34: RNN training

We can see in the figure shown above the Accuracy, Precision as well as the Recall values.

[bookmark: _Toc72924825]Logistic Regression 
Logistic regression is the appropriate regression analysis to conduct when the dependent variable is dichotomous (binary).  Like all regression analyses, the logistic regression is a predictive analysis.  Logistic regression is used to describe data and to explain the relationship between one dependent binary variable and one or more nominal, ordinal, interval or ratio-level independent variables.
Sometimes logistic regressions are difficult to interpret, the Intellectus Statistics tool easily allows you to conduct the analysis.
The first algorithm that we chose to implement is a Machine Learning algorithm which is Logistic Regression,
[image: ]
Figure 35: Logistic Regression Training



As we can see, we imported our Logistic Regression class and then trained our model, afterwards we called the predict method and we got an accuracy of 0.5.

[image: ]
Figure 36: Logistic Regression Report

We also printed the classification report to get the values of the precision, recall and f1 score and the results are not that great and we need to improve our model in the next section. 
To do that : 
[image: ]
Figure 37: Logistic Regression Grid Search


We fixed our hyperparameters as shown in the figure and then applied a GirdSearch Cross Validation to improve our model.
[image: ]
Figure 38: Logistic Regression Best Parameters


We then trained our model again with the new parameters and called the best_params function to extract the best hyperparameters to use.

[image: ]
Figure 39: New Model with Hyperparameters
Now that we extracted the best hyperparameters we called our Logistic Regression class one last time and re-trained our model to get the best results:

We saw the accuracy go up to 90%





[image: ]
Figure 40: ROC Curve after applying Hyperparameters

Here we have our ROC Curve, we know that generally speaking the closer the curve is to the top left corner, the better so we can see now that our model is now more accurate.


[bookmark: _Toc72924826]XGBoost

Lastly, we implemented the XGBoost machine learning algorithm.
XGBoost is a decision-tree-based ensemble Machine Learning algorithm that uses a gradient boosting framework. In prediction problems involving unstructured data (images, text, etc.) artificial neural networks tend to outperform all other algorithms or frameworks
[image: ]
Figure41: XGBoost Training


We first imported the XGBClassifier class from XGBoost, called it and then used the fit () method to train our model:
[image: ]
Figure 42: XGBoost Training results
As we can see the train score that we got was 1.0 and the test score was 0.83

[image: ]
Figure 43: XGBoost Confusing Matrix
Then, we plotted the confusion matrix to display the true/false positives as well as the true/false negatives to get a better idea of how accurate our model is currently, and we can see that we got 4 false negatives out of 27 total and 6 false positives out of a total of 33, so we conclude that the precision that we got is quite high.
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[bookmark: _Toc72924828]Introduction 
The deployment of machine learning models is the process for making your models available in production environments, where they can provide predictions to other software systems. To make our models available we made a Website using Python and flask. 
[bookmark: _Toc72924829]Tools and technologies 
[bookmark: _Toc72924830]Python  
Python is the most widely used open-source programming language among computer scientists. This language has propelled itself to the forefront of infrastructure management, data analysis or in the field of software development
		[image: ]
	figure: Python
[bookmark: _Toc72924831]Flask 
Flask is an open-source micro framework for web development in Python. It is classified as micro framework because it is very light. Flask aims to keep the kernel simple but expandable. 


[image: ]
figure: Flask 

[bookmark: _Toc72924832]Web application 
The system that we offer is scalable, operational and will provide all the necessary information.
The Neurologist has the possibility to consult a detailed dashboard containing the data and different statistics about his patients. Added to that, he can fill out a form in which he can specify information about a new test for a patient and in the end get a report that will determine whether the patient is epileptic or not.
	










[bookmark: _Toc72924833]Login page
		[image: ]
As shown in the figure above, neurologists can login with their email address and the password provided to them by their medical establishment
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[bookmark: _Toc72924835]Patient’s list page  
Here is the list of patients with information about their age, gender, session date, registered heart rate and their status (epileptic / non-epileptic).
	[image: ]
	
	
[bookmark: _Toc72924836]Analyze EEG page 
Here the neurologist will fill the form in order to analyze EEG brain signals and get accurate result about the specified patient 
	[image: ]
[bookmark: _Toc72924837]Data visualization page 
After filling the form here, we can see the Data visualization that the neurologist will get
	[image: ]


[bookmark: _Toc72924838]Conclusion 

This part provided us with an overview of the general context of our project, we clarified our objectives and the needs of our client by specifying the business objectives. 
We have gone through understanding the provided data, analyzing it in order to extract any information that could prove to be useful to our client and preparing our Internal Data for machine learning algorithms (data cleaning, merging different datasets,). Next, in order to enhance the decision-making process, we extracted additional data from the web.
This project has been a great opportunity for us to learn new Data Science techniques and expand our knowledge in this field as it gives us the chance to deal with real-world Data and work together towards a difficult set of goals.
[bookmark: _GoBack]
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def find_files(filename, search_path):
result = []

# Wlaking top-down from the root
for root, dir, files in os.ualk(search_path):
if filename in files:
result.append(os.path.join(root, filename))
return result

targetPattern = r"C:/Users/Asus/Downloads/DataSet/DownloadedFolderSSH/edf/*/*/* /*/* /* txt"
Medical_report_path=glob.glob(targetPattern)

Medical_report_path

'C:/Users/Asus/Donnloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\061\\00006123\\s002_2011_04_22\\00006123_s002.txt",
'C:/Users/Asus/Downloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\065\\00006514\\s001_2010_04_27\\00006514_se0l.txt',
'C:/Users/Asus/Donnloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\065\\00006514\\s003_2010_04_28\\00006514_s003.txt",
'C:/Users/Asus/Downloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\065\\00006514\\s026_2010_06_17\\00006514_s026.txt",
'C:/Users/Asus/Downloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\065\\00006514\\s027_2010_06_22\\00006514_s027.txt",
'C:/Users/Asus/Downloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\065\\00006514\\s028_2010_06_30\\00006514_s028.txt",
'C:/Users/Asus/Downloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\065\\00006514\\s031_2010_07_12\\00006514_s031.txt",
'C:/Users/Asus/Downloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\065\\00006514\\s032_2010_07_21\\00006514_s032.txt",
'C:/Users/Asus/Downloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\065\\00006514\\s033_2010_08_14\\00006514_s033.txt",
'C:/Users/Asus/Downloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\066\\00006607\\s001_2010_01_28\\00006607_se0l.txt",
'C:/Users/Asus/Downloads/Dataset/DownloadedFolderssH/edf\\epilepsy\\@1_tcp_ar\\066\\00006607\\s005_2010_03_02\\00006607_s005.txt",
'C:/Users/Asus/Downloads/DataSet/DownloadedFolderssH/edf\\epilepsy\\01 tcp ar\\066\\00006607\\s007 2010 04 01\\00006607 s007.txt',
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the number of patients is :

[1
targetPattern3 = r"C:/Users/Asus/Downloads/DataSet/DownloadedFolderSSH/edf/*/*/*/*"

Patient_ID=glob.glob(targetPattern3)
Nbr=len(Patient_ID)

#Patient_ID

Nbr

230




image4.png
labels = 'Epileptics’, 'No Epileptics’
sizes = [epilepsyNbr, noepilepsylbr]

figl, axl = plt.subplots()

axl.pie(sizes, labels=labels, autopct='%1.1f%%",
shadow=True, startangle=90)

axl.axis('equal’)

plt. shou()
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° pd-set_option(®display.max_rows’, None)
pd. set_option(*display.max_columns', None)

TxtExtraction()
#print (Data2)

#DataEpilepsy.Patient_ID.replace(’None’, np.nan,inplace=True)
d=DataEpilepsy.groupby('Patient_ID")
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#DataEpilepsy[ 'Heart Rate'].fillna(moyenne , inplace=True)

#hh=DataEpilepsy.groupby('Patient_ID')['Heart Rate'].astype(int).mean()
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As we can see, there are a lot of NaN variables.

[ ] Datakpilepsy['Heart Rate'].isna().sum()

127

[ ] DataNoEpilepsy['Heart Rate'].isna().sum()

46
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[ 1 boxplot=data.boxplot(colum=['Heart Rate'], by='maladie’,figsize=(10,5))
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° median = data.loc[data[ 'Heart Rate']<125, 'Heart Rate'].median()
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def getAge(PatientID):
for i , row in data.iterrows():

if row["Age"] is not None:

if row["Patient_ID

return row["Age"”

def replaceAge(DataEpilepsy):
for i , row in data.iterrows():
if row["Age"] is None:
data.loc[i, "Age"]=getAge(rou[ 'Patient_ID'])
return data

data=replaceAge(data)

d=data.groupby( 'Patient_ID")
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[ ] data['impression'].isna().sum()
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[ 1 percent_missing = data['impression'].isnull().sum() * 100 / len(data)
percent_missing
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[ 1 def getGender(PatientID):
for i , row in data.iterrows():
if row["gender"] is not None:
if row["Patient_ID"]==PatientID:
return row["gender"]

° def replaceGender(DataEpilepsy):
for i , row in data.iterrows():
if row["gender"] is None:
data.loc[i, "gender"]-getGender(rou['Patient_ID'])
return data

[ ] data=replaceGender(data)

[1

data.groupby('Patient_ID")
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def replaceManoman (DataEpilepsy):

for i , row in data.iterrows():

if (row["gender"]=="woman"):

data.loc[i, "gender"]="female"
# print("after: ",row['Age'])
elif (rou[“gender”
data.loc[i, "gender"]="male"
return data

data=replaceManhoman (data)

d=data.groupby( 'Patient_ID')
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mne. io.read_rau_edf(Edf_files_path[4], preload=True)
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EDF file detected
Setting channel info structure...

Creating raw.info structure...

Reading @ ... 153855 = ©.000 ... 600.996 secs...
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[ ] raw= mne.io.read_raw_edf(Edf_files_path[4], preload=True)
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raw.notch_filter(60)
Setting up band-stop filter from 59 - 61 Hz

FIR filter parameters
Designing a one-pass, zero-phase, non-causal bandstop filter:

- Windowed time-domain design (firwin) method

- Hamming window with .0194 passband ripple and 53 dB stopband attenuation
- Lower passband edge: 59.35

- Lower transition bandwidth: ©.50 Hz (-6 dB cutoff frequency: 59.10 Hz)
Upper passband edge: 60.65 Hz

- Upper transition bandwidth: .50 Hz (-6 dB cutoff frequency: 60.90 Hz)
Filter length: 1691 samples (6.605 sec)

<RawEDF | 00000355 s005_t002.edf, n_channels x n_times : 34 x 153856 (601.0 sec), ~40.0 MB, data loaded>
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raw.filter(l_freq=1, h_freq=60) # only keeping frequencies between 1-60 Hz

Filtering raw data in 1 contiguous segment
Setting up band-pass filter from 1 - 60 Hz

FIR filter parameters

Designing a one-pass, zero-phase, non-causal bandpass filter:
Windowed time-domain design (firwin) method

- Hamming window with ©.0194 passband ripple and 53 d8 stopband attenuation
- Lower passband edge: 1.00

- Lower transition bandwidth: 1.00 Hz (-6 dB cutoff frequency: .50 Hz)
Upper passband edge: 60.00 Hz

- Upper transition bandwidth: 15.00 Hz (-6 dB cutoff frequency: 67.50 Hz)
Filter length: 845 samples (3.301 sec)

<RawEDF | 00000355 _s005_t002.edf, n_channels x n_times : 34 x 153856 (601.0 sec), ~40.0 MB, data loaded>
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[ 1 # Downsample a lot
raw.resample(140, npad='auto’)
raw.plot_psd(tmin=0, tmax=70, fmin=2, fmax=60, average=True, spatial_colors=False);
# Notice that the max plotted frequency is 60, the nyquist rate!

Effective window size : 14.629 (s)
EEG

°

-20

UV/Hz (dB)

1 20 0 40 50
Frequency (Hz)
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[ 1 raw.info['bads'] += ['EEG C3-REF','EEG P3-REF','EEG C4-REF']
picks = mne.pick_types(raw.info, exclude='bads")
raw.plot();
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from getpass import getpass
import os

import sys

import os

from bsa import BeautifulSoup
import requests

import re

import zipfile

DOWNLOAD_DIR = "TUH Database”

if not os.path.exists(DOWNLOAD_DIR):
os.makedirs (DOWNLOAD_DIR)

user = getpass('TUH Username: ')#nedc
key = getpass('TUH Password: *)#nedc_resources
auth_dict = {‘user': user, 'passud’: key}

download_TUH(DOWNLOAD_DIR, auth dict, ' DOCS', output=True)

TUH Username:

iconepress.con/projects/tuh_eeg/downloads/tuh_eeg_seizure/vi.5.0/_DOCS/seizures_types_vol.xlsx
conepress. con/projects/tuh_eeg/dounloads/tuh_eeg_seizure/vl.5.0/_DOCS/seizures_v32r.xlsx

seiz_types_path = 'C:/Users/Said/Downloads/TUH Database/seizures_types_ve1.x1lsx'
seiz_types = pd.read_excel(seiz_types_path)

seiz_types = seiz_types.set_index('Class Code')
display(seiz_types)
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train_type_key = train_info.iloc[24:43,16:21]
train_type_key.columns = ['EEG Type', 'EEG SubType’, 'Rooms’, 'REMOVE',
train_type_key = train_type_key.drop(['Rooms’, ‘REMOVE'], axis = 1)
train_type_key['EEG Type'] = train_type_key['EEG Type'].FFill()
train_type_key = train_type_key.set_index("EEG Type')

#
# Type Summary
#
train_type_summary = train_info.iloc[1:7,16:20]
train_type_summary.columns = ['EEG Type', 'Sessions’, 'Freq.’, 'Cum.']
train_type_summary = train_type_summary.set_index('EEG Type')

desc = train_type_key[train_type_key.isnull().any(axis=1)].iloc[:-1]
train_type_summary = train_type_summary.join(desc)
train_type_summary = train_type_summary.drop('EEG SubType', axis=1)

train_type_summary[['Description’, 'Sessions’, 'Freq.’, 'Cum

n

Description Sessions  Freq. cum.
EEG Type
EMU  Epilepsy Monitoring Unit 162 0.136709 0.136709
icu Intensive Care Unit 438 036962 0506329
Inpatient  Inpatient But Not ICU 350 0295359 0.801688
Outpatient Routine EEGs 193 0.162869 0.964557
Unknown NaN 420035443 1
Tot NaN 1185 1 NaN

*Description’]
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train_loc_summary = train_info.iloc[1:16,21:25]
train_loc_summary.columns = ['EEG SubType', ‘Sessions’, 'Freq.

train_loc_summary = train_loc_summary.set_index('EEG SubType')

desc

desc

desc

train_loc_summary = train_loc_summary.join(desc)
train_loc_summary[['Description’, Sessions’, 'Freq.’,

EEG SubType

BURN
ferel]
EMU

ER
General
icu
NICU
Nsicu
OR

Outpatient
PICU
RICU
sicu

Unknown

Total:

rain_type_key.dropna()
desc.reset_index(drop=True)
jesc.set_index("EEG SubType')

Description Sessions

Bum Unit
Cardiac Intensive Care

Epilepsy Monitoring Unit

Emergency Room

Inpatient But Not ICU or Outpatient
Intensive Care Unit

Neuro-ICU Facility (about 5 to 6 rooms)
Neural Surgical ICU (about 10 rooms)
Operating Room

5th Floor Neurology Department
Pediatric Intensive Care Unit
Respiratory Intensive Care Unit
Surgical Intensive Care Unit

Location Cannot Be Determined

NaN

16
28
163

342
13
142
81

192

9%
]
59

1185

* cur

“cum. "]
m. 1]

Freq. cum.
0.0135021 00135021
0.0236287 0.0371308

0.137553  0.174684
000675105  0.181435
0288608  0.470042
0.0109705  0.481013
0.119831  0.600844
0.0683544  0.669198
0.000843882  0.670042
0.162025  0.832068
0.000843882  0.832911
0.0827004 0915612
0.0345992  0.950211
0.049789 1

1 NaN




image28.png
convertPathl = r"c:/Users/21695/Desktop/DataSet/TestConversion/epilepsy/*.csv"
convert_path_epilepsy=glob.glob(convertpathl)
convert_path_epilepsy

L

I ]

:/Users/21695/Desktop/Dataset/TestConversion/epilepsy\\@0eee355_seo3_teeo.
:/Users/21695/Desktop/Dataset/TestConversion/epilepsy\\00eee355_see4_teeo.
:/Users/21695/Desktop/Dataset/TestConversion/epilepsy\\@0eee355_see5_teeo.
:/Users/21695/Desktop/Dataset/TestConversion/epilepsy\\00eee355_see5_teel.
:/Users/21695/Desktop/Dataset/TestConversion/epilepsy\\@0eee355_see5_tee2.
:/Users/21695/Desktop/Dataset/TestConversion/epilepsy\\@0eee355_see5_tee3.
:/Users/21695/Desktop/Dataset/TestConversion/epilepsy\\@0eee355_see5_teed.
:/Users/21695/Desktop/Dataset/TestConversion/epilepsy\\@0eee355_see5_tees.
:/Users/21695/Desktop/Dataset/TestConversion/epilepsy\\00eee355_see5_tees.
« JUsers /21695 /Desktop/Dataset /TestConversion/epilepsv\\00000355 <005 t007.

csv',
csv',
csv',
csv',
csv',
csv',
csv',
csv',
csv',
csv' .
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convertPath2 = r"c:/Users/21695/Desktop/Dataset/TestConversion/no_epilepsy/*.csv"
convert_path_no_epilepsy=glob.glob(convertpPath2)
len(convert_path_no_epilepsy)

99
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for i in convert_path_epilepsy:
data = []
Data=pd.read_csv(i)
Data=Data.iloc[:100,:30]
a=Data.values
DF_list.append((a,1))

for i in convert_path_no_epilepsy:
data = []
Data=pd.read_csv(i)
Data=Data.iloc[:100,:30]
a=Data.values
DF_list.append((a,0))
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X_train, X_test, y_train, y_test = train_test_split(X, Y,
test_size=0.4,
random_state=0)

X_train, X_val, y_train, y val = train_test_split(X_train, y_train,
test_size=0.4,
random_state=0)

X_train = np.array(X_train)

X_test = np.array(X_test)

y_train = np.array(y_train)

y_test = np.array(y_test)
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# Returns a short sequential model
def create_model(input_shape, flatten=False):
clear_session()
model_cnn = Sequential()

# this just tells the model what input shape to expect
model_cnn.add(Input (shape=input_shape[1:]))
for i in range(2):
model_cnn.add(ConviD(filters=64,
kernel_size=2,

activation="relu’))
model_cnn.add(BatchNormalization())

model_cnn.add(MaxPoolinglD(pool_size=2, # size of the window
stride # factor to downsample
padding="same"))

model_cnn.add(Dropout (0.25))
for i in range(2):
model_cnn.add(ConviD(filters=128,
kernel_size=2,
paddin
activatior
model_cnn.add(BatchNormalization())
#model . add(Dropout(0.5))
if flatten:
model_cnn.add(Flatten())
else:
model_cnn. add(GlobalAveragePooling1d())
model_cnn. add (Dropout (@.5))
model_cnin.add(Dense (unit:
activation="relu'))
model_cnn. add(BatchNormalization())
#model . add(Dropout(0.5))
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model_cnn.add(Dropout (0.25))
for i in range(2):
model_cnn.add(ConviD(filters=128,
kernel_size=2,
same”,
activation="relu’))
model_cnn.add(BatchNormalization())
#model . add(Dropout(0.5))
if flatten:
model_cnn.add(Flatten())
else:
model_cnn. add(GlobalAveragePooling1d())
model_cnn. add (Dropout (@.5))
model_cnn.add(Dense(units=64,
activation="relu’))
model_cnn. add(BatchNormalization())
#model.. add(Dropout(e.5))
model_cnn. add(Dense (units=1,
activation="signoid’))

model_cnn. compile(optimizer=Adam(@.001),
loss="binary_crossentropy",
metrics=[ ‘accuracy’, 'AUC’, ‘Recall’, ‘Precision’])

return model_cnn

clear_session()
# Create a basic model instance
model_cnn = create_model(X_train.shape)
model_cnn. summary ()
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mod_cnn = model_cnn.fit(X_train, y_train, epochs=7,
validation_data=(X_test, Y_test))

Train on 112 samples, validate on 43 samples
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from tensorflow.keras.models import Sequential
from tensorflow.keras.layers import Dense, Dropout, LSTM

model_rnn = Sequential()
model_rnn.add(LSTM(128, input_shape=(X_train.shape[1:]), activation='relu’, return_sequences=True))
model_rnn. add(BatchNormalization())

model_rnn. add(Dropout(e.2))

model_rnn.add(LSTM(128, activation="relu‘))
model_rnn. add(BatchNormalization())
model_rnn. add(Dropout(e.1))

model_rnn.add(Dense(32, activation="relu'))
model_rnn. add(BatchNormalization())

model_rnn. add(Dropout(e.2))

model_rnn.add(Dense(1, activation='relu’))
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[ 1 model_rnn.compile(optimizer=Adam(0.001),
loss="binary_crossentropy’,
metrics=[‘accuracy’, 'AUC’, ‘Recall’, ‘Precision’l)
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[ ] mod_rnn_fitted

model_rnn.fit(x_train, y_train, epochs=6,

validation_data=(X_test, y_test))

Train on 112 samples, validate on 48 samples
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logreg = LogisticRegression(random_state=o)

logreg. fit(d2_train_dataset,y_train)

LogisticRegression(random_state=e)

from sklearn.metrics import plot_confusion matrix ,confusion matrix, accuracy_score, classification_report

y_pred = logreg.predict(d2_test_dataset)

print("Accuracy with Logistic Regression:",accuracy_score(y_test, y_pred))

Accuracy with Logistic Regression: 0.5
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print(classification_report(y_test, y_pred, digits=6))
# rapport de classification

precision  recall fi-score support
o 0.891525 0.056812 ©.109091 29

1 0.946412 0.032258 ©0.062500 31
accuracy 0.926785 60
macro avg 0.905763 0.516129 0.890795 60

weighted avg  ©.914237 0.500000 ©.900852 60
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[ 1 param grid ={'penalty’: ['11', '12'],'C':[0.001,.009,0.01,.09,1,5,10,25]}
#Creating the dictionary of parameters

[ 1 #from sklearn.pipeline import make_pipeline
from sklearn.model_selection import GridSearchcv
#grid = Gridsearchcv(log, param grid = param_grid, cv = 5, n_jobs=-1)
grid = GridsearchcV(log, param_grid = param_grid,scoring = ‘recall’)
#Créer une instance de recherche par grille appliquée sur 1'algorithme de classification par regression logistique
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[ 1 grid.best_params_
#best parametres

{'c': 25, 'penalty’: '12'}
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final_model = LogisticRegression(C= 25, max_iter=10, penalty='12', solver= ‘saga’)
# modele final

final_model.fit(d2_train_dataset, y_train)
# entrainer le modele final
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from xgboost import XGBClassifier #Import the model XGBClassifier from sxgboost

boost = XxGBClassifier()

boost.fit(d2_train_dataset, y_train)
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#displaying the score of the model
print("The train_score= ", boost.score(d2_train_dataset, y_train))
print("The test_score= ", boost.score(d2_test_dataset, y_test))

The train_score= 1.0
The test_score= ©.8333333333333334
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[ ] Y_pred X6 = boost_p.predict(d2_test_dataset) #predicting the values of our target variable using XGBoost I

[ ] target_names=['No_epi‘, ‘epi']

[ ] plot_confusion_matrix(boost_p, d2_test_dataset, y_test,display_labels=target_names,cmap=plt.cm.Blues)

plt. show()
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[ealth Center

May 13, 2021

Is Severe Head Injury
Associated With
Functional
(Psychogenic) Seizures?
The aim of the current study was to
compare the frequency of significant head
injuries in three groups of people with

seizures [idiopathic generalized epilepsies
(IGE) vs. temporal lobe epilepsy (TLE) vs.

Home About Us Doctors Epilepsy Contact m

Latest News

| S

May 12, 2021

Personalized Models
Superior to Population-
Based Estimates for
Predicting SUDEP

Models provided more accurate

predictions of risk for sudden unexpected
death in epilepsy than population-based
estimates, according to results of a study

et 1 itilivadd ry B,

L{ [ -5

April 27, 2021

Epilepsy Discovery
Reveals Why Some
Seizures Prove Deadly

New research from the University of
Virginia School of Medicine has shed light
on the No. 1 cause of epilepsy deaths,
suggesting a long-sought answer for why
some patients die unexpectedly following
an epileptic seizure.
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